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: “Answer ALL gquestions.
| PART A — (10 %2 = 20 marks)
State Amdahl’s law. | .

Whiat i§ symmetric shared memor y?

List down the various synch101uzat1on pmmtlves in pa1 allel progr ammlng
" Compare deadlock and livelock in terms of 1esouxce reselvatlon

State the trapezoidal rule in OpenMP. ‘

Whaf are 100p carried dependencies?

.. Write a note on distributed memory machmes

How to compile an MPI program? =
Name any two OpenMP environment variables.

List any two data scoping k:l_auses in OpenMP.
PART B — (5 x 16 = 80 marks)

(é) @ Outﬁne the 'rdi.str'ibuted ~ shared-memory ér_chitectufe with a .
k diagram. : S B o S (8)
(i) Present an outline of parallel program design. SO o ®

Or

) (b) - Highlight the hlmtatlons of single core plocessms and “outline how

~multicore architectures overcome these limitations. o (16) :
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' (b),.

(a)

© programming models S - o (16)'

“What is deadlock? Explain the foux: conditions. for deadlock and present

.an ' example for deadlock in-a parallel computing environment. (16) .
QOr
@) Outhne the cutlcal section problem with an example, _ 6

(u) Explain how- semaphmes can be used to accomphsh mutual
" exclusion of parailel plocess synchlomzatmn with an example (10)

@ - O_lit}ine the OpenMp execution model. Co _7 (8)

(1)) Discuss about OpenMp djl‘éctive's with relevant examples. 8y
. Or
_' i What is looi) carried dependeuce‘? ‘Explain with an éxample = (8)
(11) Outline with an example the use of the greatest common divisor
test to defel ‘inine whether dependences exist in a loop ) &
Explain the structure of an MPI'program with an ’examplel o (16)
| Or |

6] Outlme collectwe Vs pOmt -to-point commumcatlons in MPI w1t11 an -
' example S . . , {8)

| (i) Whatis a MPI deuved data type" How to create a MPI derived data

type’? Give any. two examples , . , o (8)'

Outhne the plOCGSS of palallehzmg depth—fnst sea1ch algonthm using __:
OpenMP w1th an example - : . . (16) o

Or |
Write a note on thread pa1ad1gn1 and compaue OpenMP and MPI
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