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Semester - |

Sl. Course
No. Code

Periods per
Week

Course Title : Category
LT |P

Contact
Hours

Credits

1§ P24VE1101 Grap.h__:Théory_and :Optim'iza.tio'n T.échn'iques “FC 3110

2 | P24CD4101. :'f:.l::ées_earch Methqqolo'gy'and IPR .o -

RM 2[00

3 P24VE2151 Embedded "Conﬁrb'l'lé:' S

4 | P24vE2102 | Embedded System Design

5 | Audit Coursei;_'

6 | P24VE2103 | Digital CMOS VLS| Design -

7 | P24VE2104 | FPGA System Design’

PC 3|02

“Practical Courses .-

8 | P24VE2105 | Embedded Systems Laboratory E |Ppc o |04

" Total |19 | 1 | 8

28

22

*Audit course is optional




Semester -~ }

Sl
No.

Course
Code

Course Title

Periods per
Week

Category

L|T]|P

Contact
Hours

Credits

Theory Course

P24VE2201

Design for Verification using UYM

PC

P24VE2202

Embedded Automation =

S PC

P24VE2203

VLSiStructures for DSP

“pe |

P24VE2204."

'I'.hte.rn_et of Things Syslem Desig

_PC

| Professional Elective |-

| Audit Course =

P24VE2205

P24VE2206

28

22

*Audit course is opiié’nal




PROFESSIONAL ELECTIVES
SEMESTER II, ELECTIVE |

Sl
No.

Course
Code

Course Title

Category

Periods per
Week

L|T|P

Contact

Hours

Credits

Theory Course

P24VE3201

Real Time Operating System _

PE

PR24VE3202

P24VE3203

Dgejb"zi".'éar_ning |

PE

P24VE3204 -

Real Time Embedded Systems

P24VE3205

Pervasive Computing

P24VE3206

Physical Design Automation

Sl

No.

C.Qu rse
que

Pericds per
Week

L|T]|P

Hours

Credits

P24ACT001 -

Eng’iiéh for R.e'search Paper W:fit'iﬁg'- : '

_AC

P24AC7002

Disaster Management

T AC

P24ACT7003

Constitutioh"b’f l_n_d_i_a_

P24ACT7004

BRI @eaEinh

AC




P24VE1101 GRAPH THEORY AND OPTIMIZATION TECHNIQUES LIT|P|C

3(1|0 14

Introduce graph theory for connectivity problem-solving and fundamental algorithms. Teach
Course Objectives: real-life linear and non-linear programming for resource-constrained engineering and
business, covering simulation modeling applications

Unit - | GRAPHS 12

Graphs and graph models - Graph terminology and special types of graphs — Matrix representation of graphs and
graph isomorphism — Connectivity — Euler and Hamilton paths.

Unit - 1l GRAPH ALGORITHM 12

Graph Algorithms — Directed graphs —~ Some basic’ algorithms = Shortesl path algorithms — Depth — First search on a
graph — Theoretic algorithms — Performanc:e of graph theoretlc aigonthms = Graph theoretic computer languages.

Unit -l A LINEAR PROGRAMMING L 12

Formulation — Graphical soluﬂon Slmplex method Two phase method Transportat:on and Assignment Models.

Unit - IV o NON: LINEA”'PROGRAMMING 12

Constrained Problems - Equality constrai :
(KKT) conditions — Quadratic Programming

Unit -V

Monte Carlo Simulaiion — Types of Simulati
Numbers — Applications to Queuing system

Total Periods: | 60
Course Outcomes | .
On completion of the CO...l.J.i':.S_.e, the s_tuaeht- can
co .y .. = -Staten%;nté.f . - = o K-Level
co1 Identify the special types. of graphs matnx representatlon of graphs and grpph K3
tsomorphism. o i
CO2 | Make use of the fundamental graph algorlthmstooptlmlzethe real-world issues. K3

cO3 Construct a linear programming problem and utilize it to solve transporiation and

) K3
assignment problems,

CO4 | Solve the nonlinear programming problem using optimization techniques, K3

CO5 | Apply the simulation modeling techniques to solve the physical problems. K3

Knowledge Level: K1 — Remember, K2 — Understand, K3 — Apply, K4 — Analyze, K5 — Evaluate, K6 — Create



CO - PO Articulation Matrix

Programme Outcomes

01 02 03

cot 3 2 2
co2 2 2 2
co3 3 2 3
Co4 2 3 3
co5 2 2 3
Co 2 2 3

Correlation levels 1, 2 and 3 are as defined below

1. Slight 2, Moderate 3, Substantaal (ngh)

Reference Books

1| Taha H.A, “Operation Research: An Introdiiction”, Ninth Edition, Pearson Education, New Delhi, 2010,

2 | Gupta P. K, and Hira D.S., "Operati

3 Douglas B.-_".West “Introduction

Narasmgh Deo "Graph Theory Wl
India, 1997

5 Sharma J.K'.*,'_;“operation Research”, -3 _ lishers Indi__a: Ltd., 200_9_:

Balakrishna R Ranganathan K, "A text ook-'of raph heory”, Sp_l_’._ihger_':sci_g_—:‘n_g_:'.é:and Business Media,

New Delhi, 2012

ReuvenY, Rublnstem and Dirk F’ Kroes_e “Slmu}auon and the Monte Cario Meihod" 3rd Edition, John Wiley

& Sons, Hoboken, New Jersey, 2017.




P24CD4101 RESEARCH METHODOLOGY AND IPR L|{T|P|C

20|02

To understand and familiarize with search problems, process and design, data collection,
preparing process, slalistical concepts in data analysis and reporting. To gain knowledge
aboul statistical concepts in dala analysis and reporting, inlellectual property rights and its
praclices, patent rights and agenls.

Course Objectives:

Unit -1 RESEARCH DESIGN 6

Overview of research process and design, Use of Secondary and exploratory data lo answer the research question,
Qualitative research, Observation studies, Experiments and Surveys.

Unit - 1l DATA COLLECTION AND SOURCES 6

Measurements, Measurement Scales, Questlonna:res and Instruments Sampllng and methods. Data - Preparing,
Exploring, examining and d|splay|ng

Unit-It " DATAANALYSIS AND REPORTING - 6

Overview of Multivariate analySis Hypotheses test
using written reports and orai presentatlon

.a;ﬁa}-me_qs.u_r:es of ASso__c:iation. Pre'é'eh_ting Insights and findings

Unit — IV [ I INTELLECTUAL PROPERTY RIGHTS . 6

inteliectual Property = The concept of IPR Evolutlon and.developm : nt of concepl of IPR, 1PR development process,
Trade secrets, utility: Models, IPR & B|od|vers|ty, Role of WIPO ‘and WTO in PR eslablishments, Right of Properly,
Common ruies of IPR practices, Types and F 'tures of IPR gree_meni Trademark Funchons cf UNESCO in IPR
maintenance. . :

Unit -V

Patents — objectives and beneﬂts of patent, Concept' fealures of patent Iﬂventnve step, Spemﬂcahon Types of patent
application, process E-ﬂllng, Examination of patent, Grant of patent; Revocation, Equitable ASS|gnments Licences,
Licensing of related patents patent agents Regsstratson of patent agents ..

' Totai Periods: 30
Course Outcomes
On completion of the course, the s"tu'.de_nt can.
COs Statements. Eai K-Level
CO1 | Outline the research process and its design. K2
CO2 | Apply the various methods for data collection and sources. K3
CO3 | Build data analysis and reporting methods for multivariate analysis. K3
CO4 | Explain the concepts of intellectual property rights and its practices. K2
CO5 | Summarize the concepts of patents. K2

Knowledge Level: K1 -~ Remember, K2 — Understand, K3 — Apply, K4 — Analyze, K5 — Evaluate, K6 — Create




CO - PO Articulation Matrix

Programme Oufcomes

01 02 03
co1 3 2 2
coz 2 1 2
co3 3 ' 2 2
co4 2 1 3
cOo5 3

Correlation levels 1, 2 and -:-_1_3. are e_e defined::below

1.8light 2. Moderate - 3. Substa

Reference Books

4 Cooper Donald R, Schmdler Pame
Education,’ 11e (2012). ;

2 CathermeJ Holland, "Inteffectualprope
Press, 2007

4 The Institute of Company Secretarles of Indl tatuiory body under an Act of parhament “Professional

Programme Intellectual Property nghts Law and practice”, September 2013




P24VE2101 EMBEDDED CONTROLLERS LT/ P|C

3/(]0|0]|3

To study the archilecture and programming of PIC microcontrollers and lo learn interfacing
Course Objectives: wilth them. To understand the ARM processor archilecture and program using the ARM
Instruction Set. Additionally, to design and develop embedded applicalions.

Uni€ - § PIC MICROCONTROLLER - ARCHITECTURE 9

RISC Vs CISC Architeclures — PIC Architecture and Assembly Language Programming - Program Memory
Organization- Branch, Call and Time Delay Loop - PIC I/O Port Programming - Arithmetic and Logic Inslructions and
Programs - PIC Bank Switching, Table Processing, Macros And Modules PIC Configuration Registers-PIC Hardware
Connection-ROM Loaders.

Unii¢ - 1 . PICINTERFACING . _ 9

PIC Timer /! Counter Programming - TrrnersoAnd1 Programmrng TrmersZand3 -Serial Port Programming -Interrupt
Programming -Flash / EEPROM Programming - Standard and Enhanced "CCP Modules -Compare Mode
Programming - Capture Mode Programmrng PWM Programmrng ECCP Prograrnmmg

Unit - III

ARM ARCHITECTURE - T e g9

Introduction to ARM Processor families = grar
= Predeﬂned Register Names Macros — Assembler
ind Addressrng Endianness - Arm Rotation Scheme -

— Operators - L:terals Load and Store Instru

Loading Constants and Addresses into Reg

Unit- IV

Interrupt Instruction = Program Status Regr er lnstructlohs - Condrtronal Execution - Thumb Instructron Set-Thumb
Programmers Model-Thumb Branch Instructions- Thiimb Data_ Prooessmg Instructrons—Thumb Single Register Data
Transfer- Thumb Mu!tlple Register Data Transfe tructions -

Unit - V  EMBEDDEDAPPLICATIONS 9

-1 ADC, DAC and Sensor Interfacrng —L.CD and Keyboard lnlerfaorng -Calculator wrth Keypad — Relays and
Optoisolators - Stepper Motor Interfacrng DC Motor Interfacmg PWM Motor Control wrth CCPDC - Motar Control
With ECCP. : ;.

Total Periods: 45

Suggested Activities

1. Interfacing PIC microconirollers with peripherals.
2. Assignments on programming ARM processors.
3, Design embedded systems for real — time applications.

Course Outcomes

On completion of the course, the student can

COs Statements K-Level

CO1 | Summarize the architecture and programming of PIC microcontrollers.. K2

C02 | Explain interfacing concepts with PIC microcontrollers, K2

CO3 | lllustrate the ARM processor architecture, K2



COs Statements K-Level
CO4 | Build the program using the ARM instruction Set, K3
CO5 | Develop embedded applications by interfacing peripherals. K3

Knowledge Level: K1 — Remember, K2 — Understand, K3 - Apply, K4 — Analyze, K5 - Evaluate, K& — Creale

CO ~ PO Articulation Matrix

Programme Outcomes

01 02 03
cot 3 - 1
co2 3 - 1
co3 3 mmemp - 1
co4 3 - 2
Cco5 3 - 2
co 3 - 1

Correlation levels 1,2 arid 3 are as deﬂfinea
1.8light 2. Moderate 3. Subs

Reference Books

Muhammad Ali Mazidi, "PIC Mict

1 Pearson Edication, 2016.

2

3 |JohnB. Peatrﬁép_,_ "Desigr_}_:_{wnh PIC Mlcroco arson Educgtiaﬁ,_sfi_r'{ga'p_g“r:é' 1998,

4 And.rey.r‘ Sloss, Dornlmc Symes and_Chris / g t | "ARM -Systém_ "Dévélqui;r's Guide Designing and
Optimizing System", The Morgan Kaufmann Series, 2004.

5 Steve Furber,"ARM Systt—:;.n;-'gc')ha(_;_‘_hié_A&:hitéciﬁre", Addis'ohm Wesley 7F:’f:i;;>.fzz.a.ssionai; li Edition 2000.




P24VE2102 EMBEDDED SYSTEM DESIGN L|IT|P|C

3|00} 3

To understand the design challenges in embedded systems and lo program the Application
Course Objectives: Specific Instruction Set Processors. To understand the bus structures and protocols, modei
processes using a slate-machine model, and design a real-lime embedded syslem.

Unit -1 EMBEDDED SYSTEM OVERVIEW 9

Embedded System Overview, Design Challenges — Optimizing Design Metrics, Design Methodology, RT-Level
Combinalional and Sequential Components, Optimizing Custom Components, Optimizing Cuslom Single-Purpose
Processors.,

Unit- Il GENERAL AND SINGLE PURPOSE PROCESSOR 9

Basic Architecture, Pipelining, Superscalar and VLIW Architectures Programmers View, Development Environment,
Application-Specific Instruction — Set Processors (ASIPS) Microcontrollers, Timers, Counters and Watchdog Timer,
UART, L.CD Controllers and Anaiog-to Dlgltal Converters Memory Concepte

Unit - Il  BUSSTRUCTURES -~ 9

Basic Protocol Concepts, Mlcroproceescr Interfacmg.._

'. /O Addreseing. Port and Bus - based /O, Arbitration, Serial
bus, reless Protocols g iRDA Bluetooth, IEEE
g802.11.

Unit — IV 9

Programming Language Program -Stale - Machine M'o

Processes, Synchromzat;on amcmg processee RTOS System design usmg RTOS.

:'SYSTEM DESIGN

Unit -V

Burglar alarm System—Desngn goals —DeveIopment._'__strategy-
designs- Need for emulation -Digital echo unit- Creatmg echo and I
The overali system de5|gn : %

Software: development Relevance to more complex
& erb-DeS|gn requlrements-DeSIgnmg the codecs -

___:._fbtal Periods: | 45

Suggested Activities

1. Do microcontroiler-based design expenments

2. Create program —state models for different embedded applicailons

3. Design and develop embedded solutions for real world problems.

Course Outcomes

On completion of the course, the student can
COs Statements K-Level
CO1 | Summarize the knowledge of different protocols. K2
€02 | Explain the building blocks and interfacing units of a processor. K2
CO3 | Apply networking principles in embedded devices. K3
CO4 | Make use of state machine technigues in system design using RTOS. K3




COs

Statements K-Level

CO5

Develop suitable embedded systems for real world applications. K3

Knowledge Level: K1 — Remember, K2 — Undersland, K3 — Apply, K4 — Analyze, K5 — Evaluate, K6 - Create

CO - PO Articulation Matrix

Programme Qutcomes

01 02 03
co1 1 - 1
coz 2 - 2
€o3 3 - 3
Co4 3 - 3
cOos5 3 - 3
co 2. - 2

Correlation levels 1, 2 and 3 are as deflned below
1. Slight 2. Moderate 3 Substa al

Reference Books

1| Frank Vahid and Tony Gwargie, “Embedded System Design”, John Wiley & Sons, 2009,

2 | Steve Heath, “Embedded System Design

3 Bruce Powel 'I.f)__ouglas, “Real Time UM i el qping Efficien_{"Objects fé_r"-z'Embedded Systems”,
3rd Edition 2004, Pearson Education, AL o

4 Daniel W, Lewns "Fundamentals of Embedded S ware ‘where C and Assembly Meet" Pearson Education,
2004, . : . e o

5 Bruce Powel Dougias "Reai Tlme UML S_econd Edmon Develop;ng Eff;clent Objects for Embedded Systems”,

3rd Edition 1999, Pearson’ Educatlon




P24VE2103

DIGITAL CMOS VLS| DESIGN L{T|P;C

310124

Course Objectives:

To introduce the transistor-level design of ail digital building blocks common to CMOS
microprocessors, network processors, and the digital backend of wireless systems. To

speed, and power consumption, Additionally, to understand the design issues of
design and familiarize programming on FPGAS,

introduce the principles and design methodology in terms of the dominant circuit choices,
constraints, and performance measures, while leaming all important issues related to size,

digital logic

Unit ~ I

MOS TRANSISTOR PRINCIPLES AND CMOS INVERTER

12

MOSFET characteristic under static and dynamic conditions, MOSFET secondary effects, elmore constant, CMOS
inverter-static characteristic, dynamic charactensilc _power, energy, and energy delay parameters, stick diagram and
layout diagrams. : S

Unit - It

' “‘“EbMBlNATIONAL LOGIC cmcunsl---

9

Static CMOS

design, different styies of 3og|c c|rcu|ts Iogical effort of complex gales sta‘uc and dynamic p

complex gates, mlereonnect delay, dynam:c logic gates s

roperties of

Unit - it

9

Static latches and reg:sters dynamac Iatc"'-'-.
sequential circuits. _ _

Unit -1V : _ 9
Data path circuits, archltectures for adders accumulators multiphers barrel'shifters speed power and area
tradeoffs. e e :

Unit - V _ -3.:MEMORY'ARCH'ITECTURES " | | 6
Memory archltectures and Memory control mrcu;ts :_-Read Only emorces ROM celis, Read—Wme Memories (RAM),
dynamic memory de5|gn 6 Transistor SRAM cen sense. amphflers-NORA CMOS. Loglc-TSPCi_ Logic.

o A To‘ial Periods: 45

Exp. No - R - Title

Module Design using FPGA Implementation (Verilog/VHDL)
1 Adders and Sublractors T s
2 Multiplier (8-bit)
3 ALU circuit
4 Flip-flops
5 Universal Shift Registers
6 Asynchronous and synchronous Counters
7 "Finite State Machine (Moore/Mealy) and its applications
8 Memories




Course Qutcomes

On compiletion of the course, the student can

COs Statements K- Level

co1 Explgin mathematical methods and circuit analysis models in the analysis of CMOS digital Ko
circuits.

CO2 | Build combinational and sequential logic at the transistor level. K3

CO3 | Hustrate the design methodology of arithmetic building blocks and Memory. K2

CO4 | Construct digilal circuits using CMOS logic and implement in FPGAs. K3

CO5 | Model Finite State Machine in digital circuits. ‘ K3

CO — PO Articulation Matrix

& o 03
co1 T 1
CO2 I 2
cos | t 1
cos | 3 3
cos ' 3. 3
co 2 2

Correlation fevels 1, 2 and 3 are aé__defined below

1.Slight 2. Moderate 3. Stibstantial (High)

Reference Books

1| N.Weste, K. Eshraghian, “ Principles of CMOS VLS| Design’, Addison Wesley, 2nd Edition, 1993,

2 | MJ smith, “Application Specific Integraled Circuiits”, Addison Wesley, 1997.

Sung-Mo Kang & Yusuf Leblebici, "CMOS Digital Integrated Circuits Analysis And Design®, Mcgraw-Hill,
1998.

4 Jan Rabaey, Anantha Chandrakasan, B Nikolic, “Digital Integrated Circuits: A Design Perspective”, Prentice
Hall Of India, 2nd Edition, Feb 2003




P24VE2104 FPGA SYSTEM DESIGN L|T|P|C

310124

Siudents can understand the concepts of FPGA and the need for FPGA in embedded
systems. The course is designed lo provide a thorough understanding and hands-on
Course Objectives: practice with FPGA-based digital syslem design and emulation. it aims to teach students
FPGA fundamentals, including the design and implementation of circuits in them, and to
understand the role of FPGAs and ASICs in embedded systems..

Unit -1 FPGA ARCHITECTURE AND OVERVIEW 9

Embedded System Design Flow - Robot Conlrol System - Digital Design Platforms - Microprocessor Based
Design - Single-Chip Computer/Microcontrolier-Based Design - Application Specific Standard Products (ASSPs) -
Design Using FPGA - Robotic Rover Application - FPGA Devices - FPGA and CPLD ~ Architecture of a Spartan-3
ETM FPGA - Floor Plan and Routing - Timing Model for a FPGA - FRGA Power Usage.

Unit - 1 . EMBEDDED SYSTEMDESIGN 3

FPGA-Based Embedded Prpgé:ésor -~ Design Re-Use Using On-Chip Bus Interface - Creating a Customized
Microcontroller - Robot Axis Position Control -FPGA-Based Signal Interfacing and Conditioning —Motor Control Using

FPGA- Case Sludies for.lyl'c_:')tor_Controi ~Proioly_pa_.usih'  FPGA- FPGA Design Test Methodology.

0 Styﬁ_lé._,-'éltht_:j. Structural Style - Data Typ'éé - Constants - Assignment

VLSI Design Flow- Bé_'ﬁavi_oral Sty’ie, the 'if):é'ia_ﬂ : )
SSI0NS = Stsj_;eme'nt.Types';'-;V_ectpr Operations - Bit Selects - Functions -

Statement - Operators - Conditional Expressio
Gate Level Modeling.. '

Unit - IV  VERILOG MODELING COMBINATIONAL AND S|

QUENTIAL CIRCUITS 9

Combinational Logicﬁ:-_-Adders -:_Multiplexé:rs“ -Decoders_compa;atopALU - UART Model, Mq'delling Latches and
Flip Flops- Memory = Registers-Counters Modeling FSM:Design Synchronous and Asynchronous - Shift Regisler-
Test Bench Verification, . : wed

Unit -V ' FUNDAMENTALS OF SYSTEM VERILOG = 9

Fundamentals of SystemVerilog for Verification of RIL, ‘Constraint Random Verification Methodology-Creating
Generator, Driver, Monitor;. Scoreboard, Environment ‘Classes, Interprocess Communication and Randomization,
Fundamentals of OOP's for FPGA Engineer, Layered Testbench architecture-Array, Queue, Dynamic array, Task,
and Methods. ' SR —— o

Total Periods: 45

Exp. No | T.i.tle

Module Design using FPGA Implementation {Verilog/VHDL)

Design Entry Using VHDL or Verilog Using HDL Languages of
i Combinational Circuits Namely 8:1 Mux/Demux, Full Adder, 8-Bit Magnitude Comparator,
1 Encoder/Decoder, Priority Encoder,
i. Sequential Circuits Namely D-FF,4-Bit Shift Registers (SISO, SIPO, PISO, Bidirectional),
3-Bit Synchronous Counters,

2 Test Vector Generation and Timing Analysis of Sequential and Combinational Logic Design for exercise
{1) above.
3 Synthesis, P&R And Post P&R Simulation of the Components Simulated In (1) Above.

4 FPGA Implementation of PCI Bus & Arbiter. .




Exp. No Title

Verifying Design Functionality Using Either Chipscope Feature (Xilinx) /the Signal Tap Feature
(Altera)/Other Equivalent Feature. Invoke the PI.L And Demonstrate the Use of the PLL Module for Clock

Generation in FPGAs,

Course Quicomes

On completion of the course, the siudent can

COs Statements K -Level
CO1 | Explain the concepts of FPGA K2
CO2 | Develop embedded systern with appropriate FPGA based on real time applications K3
CO3 | Outline the fundamentals of SystemVe_rﬁi_[qg_-_._::_._3;__ S K2
CO4 | Build a combinational and sequenhalcwcwt using Verilog K3
COS5 | Make use of FPGA EQA?ic:);'c}'is:_fbrl_'_cies:igr; and do the _a_hai;}é;is of'Digit_al'é'i"rgg_i_ts K3

Knowledge Level: K1 — Remé}'hber} 'K2-—_U-ndé.r.stand K3

€O ~ PO Articulation Matrix

\pply, K4 -An‘aly_ze',: K5— E(’/'_é_l_gate, K6 —~ Creale

: S0 03
co1 o 1
co2 3 3
co3 ) 1
co4 | 2 3
cos I 3 3
- =, ”

Correlation levels 1, 2 and 3 aré':'as___deﬁhed:be__!ow__: '

1.8light 2. Moderate 3. Substantial (High)

Reference Books

Rahul Dubey, "Introduction to Embedded System Design Using Field Programmable Gate Arrays" Springer-

1 Veriag London Limited, 2009,

2 John F. Wakerly, Digital Design Principles And Practices”, Pearson Education, Asia, lii Edition, 2003.
3 Biaine Readler, "Verilog By Example: a Concise Introduction for FPGA Design®, Full ARC Press, 2011,
4 J. Bhasker, "A Verilog HDL Primer, Third Edition Hardcover", Star Galaxy Publishing; 3¢ Edition, 2005,
5 J.Bhasker, "Verilog HDL Synthesis, a Practical Primer", Star Galaxy Publishing; 3 Edition,1998.




P24VE2105

EMBEDDED SYSTEMS LABORATORY

L

T P|C

0

D142

Course Ohjectives:

To interface sensors and display devices with a microcontroller and to program timers and
UART in a microcontroller, To understand 12C and CAN protocols, concepis of scheduling,
semaphores, and deadiocks using RTOS, and to design a real-time data acquisition system.

Exp. No . Title

1

Interfacing sensors and actuators with microcontroller.

2 Configuration and programming timers and UART in microcontrolier.

3 Interfacing LCD and OLED q_igp_lay-frﬁoadiés;'w'i'iﬁ microcontroller.

4 Simulation of 12C an_q___QAN':protocolé; .' N o

5 Simple lask schediljllli.r.ig usi'ng freeware RTOS

6 Exploration on semaphores deadlocks usm;fl’:': TOS )

7 Explorahon of any one SOC architecture usmg RTOS_.

8 Study of Edge Al platform oﬁ any. oné "x’ i ' : p.r.o.cé:'s"sors

9 Design of a real — time data. ac‘l_' :ISItIOl'I system and___control usmg a mmrocontroller
" - : -

Design _pf an loT based systgm

Course Outcomes

On completion of the course, the student can

COs CStatements K - Level
CO1 | Make use of input = output devices to interfééé":w_f:f'h_.fﬁi:c'rocontrquer.' K3
CO2 | Experiment with 12C and CAN protocols. | K3
CO3 | Demonslrale various concepts of RTOS. K2
CO4 | Develop a real — time data acquisitiOn'sys_tem...-. K3
CO5 | Conslruct an loT based systein. K3

Knowledge Level: K1 — Remember, K2 — Understand, K3 — Apply, K4 — Analyze, K5 — Evaluate, K6 — Create

CO - PO Anrticulation Matrix

Programme Outcomes

01 02 03
co1 2 1 2
co2 2 1 2
CO3 1 1 1




Programme Outcomes
01 02 03
co4 3 1 3
Cos5 3 1 3
co 2 1 2

Correlation levels 1, 2 and 3 are as defined below:
1. Slight 2. Moderate 3. Substantial (High)

Reference Books

1 Frank Vahid and Tony Gwargie. EmbeddedSystem DeSlgn, John Wiley & Sons, 2009,

- 2 Steve Heath, “Embedded System Des:gn" Elsewer, Second Edmon 2004

Bruce Powel Doug[as “Real Tnme UML Second -Edmon Developlng Efﬁment Objeots for Embedded
Systems”, 3rd Edmon 2004, Pearson Educateo ' L _

and Aés_erhb!? Méég", Pearson Education,

/eloping Efficient Objects for Embedded




P24VE2201 DESIGN FOR VERIFICATION USING UVM L|T|P|C

3|06|10}3

To undersiand the design challenges in embedded systems and o program the Application
Course Objectives: Specific Instruction Sel Processors. To understand the bus structures and protocols, model
processes using a slate-machine model, and design a real-time embedded sysiem.

Unit -1 INTRODUCTION g

Overview- The Typical UVM Testbench Architecture- The UVM Class Library-Transaction-Level Modeling (TLM) -
QOverview- TLM, TLM-1, and TLM-2.0 -TLM-1 Implementation- TLM-2.0 Implementation.

Unit -l DEVELOPING REUSABLE VERIFICATION COMPONENTS . 9

Modeling Data ltems for Generation - Transaction- Level Components Creating the Driver - Creating the Sequencer -
Connecting the Driver and Sequencer -Creating the Monitor - Instantiating Components- Creating the Agent - Creating
the Environment -Enabling Sc:enano Creatlon -Managing of Test-Implementing’ Checks and Coverage,

Unit - Ii " UVMUSING VERIFICATION COMPONENTS 9

Creating a Top-Level Enwronment- Instantlatmg Veriflcatlon Components - Creatmg Test Classes - Verification
Component Configuration - :Creating and SeiecungaUser-Defmed Test: Creatmg MeamngfutTests Virtual Sequences-
Checking for DUT Correctness- Scoreboard m'plementmg a Coverage Model .

Unit ~ IV fﬁff" o uvM usme THE REGISTER LAYER CLASSES B 9

Using The Register Layer Classes - Back- Door Access »Specla] Registers "'niegralnng a Reglster— Model in a Verification
Environment- lntegrallng a Register Mode}- Randomlzmg Fleld Va]ues Pre- Defined Sequences. .

Unit -V ASSIGNMENT m TESTBENCHES [_::ij 9

Assignment, APB: Protoco! Test bench Archltecture Drnver and‘Sequencer Monitor, Agentand Env Creating
Sequences, Building Test, Design and Testmg of'T'op _Module i

ToF._'g_;a”I'.Periods: 45
Course Outcomes
On completion of the course, th.éi'smderit can -
COs i Si‘?‘_te'ments | e K-Level
co1 lllustrate the  proficiency in designir{g' and " iﬁibléﬁiehting advanced verification K2
methodologies for embedded systems

CO2 | Build actual verification components for UVM K3
CO03 | Model the register layer classes for UVM. . K3
C04 | Develop testbenches using UVM. K3
CO5 | Explain the advanced peripheral bus testbenches. K2

Knowledge Level: K1 — Remember, K2 - Understand, K3 — Apply, K4 — Analyze, K5 — Evaluate, K6 - Create




CO - PO Articulation Matrix

Programme Outcomes

01 02 03

co1 ] 1

co2

cO3

T
] M N

CO4

CO5

[~ [a] w [ (¥ 0 A
[

coO

Correlation levels 1, 2 and 3 are as defined below; ..o

1.Slight 2. Moderate 3. Substantial (High)

Reference Books

1| The UVM Primer, An Introduction to the Uriver

SystemVerilogf-.fbr Verification: A Guide
Tumbush, 3rd edition, 2012.

3 htlps:wawj_hdemy.comllearn -ovm oV

4 | http:/weww testbench.in/ut_00_index html 3.p

5 | hitp:i/www testbench.infol_00_index:h

6 htlps://www.acdéllera.orgiimages/downlo'é

'z'_a"ndard__s:?L;:l'VMfUVM_user's_g_uidé_‘l 2.pdf




P24VE2202 EMBEDDED AUTOMATION LI{T|PIC

3({0|0/|3

To delve into realtime embedded system design and develop proficiency in embedded C
programming for 8-bit microcontrollers, while also exploring interfacing methods with
peripheral devices, Furthermore, to familiarize with microcontrolier programming tools and
firmware, culminating in the creation of a functional home automation system.

Course Gbjectives:

Unit -1 INTRODUCTION TO EMBEDDED C PROGRAMMING 9

C Overview and Program Structure - C Types, Operators and Expressions - C Conirol Flow - C Functions and Program
Structures - C Pointers and Arrays - FIFO and LIFO - C Structures - Development Tools

Unit - 1 AVR MICROCONTROLLER 9

ATMEGA 16 Architecture — Non-volatile and Data Memories - Port System - Peripheral Features: Time Base, Timing
Subsystem, Pulse Width Modulation, USART, SPI, Two Wire Serial Interface, ADC, Interrupts - Physical and Operating
Parameters : ' L

Unit - Il

HARDWARE AND SOFTWARE INTERFACING WITH 8-BIT SERIES 9
o .~ CONTROLLERS . =

ngCombsnatmnal Logic - Expanding /0 - Interfacing Analog to

Lights and Switches - Stack Operation - mplem nting € )
Digital Convertors - Inferfacing Digital to Analog Convertors = LED Displays: Seven Segment Displays, Dot Matrix

Dispiays - LCD Displays - Driving 'ReIays_'"-_'j:-Sté_'p'pe_r._"M__c'_at'gir:{:;_nt_er_facé"-}_'S:_e'rial_lEEPROM - Real Time Clock - Accessing

Constants Table - Arbitrary Waveform Gen_er_ai.ion...—'ﬁcpm'rht;lniﬁc':étiﬁn Links - System Development Tools

Unit — IV

dpfer i_c_)jns_'? Fealure Detection and Matching - Blurring

Fundamentals of Image Processing - Filtering - Marphological Operations _
dvanced Contour Properties - Gradient - Canny Edge

and Sharpening - Segmentation - Thresholding - Contours

Detector - Object Detection - Background Subtractit

Unit -V

Home Automation - Requirements - Water Level Notifier - Electric Guard Dog - Tweeting Bird Feeder - Package Delivery
Detector - Web Enabled Light Switch - Curtain Automation - Android Door Lock - Voice Controlled Home Automation -
Smart Lighting - Smart Mailbox - Electricity Usage Monitor ~Proximity Garage Door Opener - Vision Based Authentic
Entry System T - L

Total Periods: 45
Course Dutcomes
On completion of the course, the student can
COs Statements K-Level
CO1 i Interpret embedded system application using embedded C programs K2
CO2 | Explain the 8-bit series microcontroller architecture, features and pin details K2
CcO3 | lllustrate hardware and software interfacing K2
CO4 | Develop the systems based on vision mechanism K3
CO5 | Build a real time home automation system K3

Knowledge Level: K1 — Remember, K2 — Understand, K3 — Apply, K4 — Analyze, K5 — Evaluate, K6 — Create




CO - PO Articutation Matrix

Programme QOutcomes
01 02 03
co1 2 - 1
co2 2 - 1
co3 2 - 1
Co4 3 1 2
COs 3 1 2
co 2 1 1

Correlation levels 1, 2 and 3 are as defined below

1.8light 2, Moderate 3. Substantral (Hrgh)

Reference Books

1| Dhananjay V. Gadre, "Programming andCustomizing the AVR Microcontroller", McGraw-Hill, 2001.

2 | Joe Pardue, "_:.'i_i'."Prog’ramming for-Micre

Steven F. Barrell, _Dénie'l J. Pack
& Claypool Publishers 2012,

Mike Riley, "Programmmg Your Hom 1
Programmers Lle, 2012.

5 Richard Szel'rs;d, "Compﬂter Vision: "Algc_ ' hmsand 'p'phga-t_lqn_sf'.' Springer, 2011,

6 Kevin P, Murphyr "Machine Learnlng a Pro ablll'stlc Perspecuve" the MrT Press Cambndge Massachusetts,
London, 2012, G : . :




P24VE2203

VLSI STRUCTURES FORDSP LiT|P}C

3(0i013

Course Objectives:

To comprehensively understand DSP fundamentals, explore diverse DSP struclures, and
apply this knowledge to address the design constraints of various filters. Students will then
design and optimize VLS| architectures for basic DSP algorithms, ulimately enabling them to
engineer high-speed, low-power VL3I syslems.

Unit - |

INTRODUCTION TO DIGITAL SIGNAL PROCESSING 9

Linear Syslem Theory- Convolution- Correlation - DFT- FFT- Basic Concepts in FIR Filters and IIR Filters- Fiiter
Realizations. Representation of DSP Algorithms-Block Diagram-SFG-DFG.

Unit -1

ITERATION BOUND, PIPEL!NING AND PARALLEL PROCESSING OF 9
"FIR FILTER

Data-Flow Graph Represeniations- Loop Bound and Iteratlon Bound Atgomhms for Computing Iteration Bound-LPM
Algorithm. Pipelining and Parallel Processing: Pipelining of FIR Digital Fliters Parallel Processing - Pipelining and
Paraliel Processing for Low PQWEI’ :

Unit - 11l

RETIMING;. NFOLDI"G'AND FOLDING .~ 9

Retiming: Definitions Propemes and Problems _S_
Unfolding and Retiming Applications of Ui
Register Minimization in Folded Architectur

: 'stems_ f-lne""'alltles Properties of Unfoldlng. Critical Path,
' dlng, __Foldlng "-ZTransformatlon- Reglster Mlnlmlzatlon Technigues,

Unit - iV : FAST CONVOLUTION 9
Cook-Toom Algorlthm- Modified Cook—Toom_ _ gorlthm '.Des___ _st Convolunon Algorithm by ]nspecﬂon
Unit -V ARITHMETIC STRE_NGTH REDUCTION_EN FILTERS 9

Parallel FIR Filters-Fast FIR Algorithms-Two 'Pa{_' ll
-Odd Even Merge Sort Architecture-Rank Order|
Order, Sorter, Low Power Rank Order Filter.

and ThreefP ira el. Paratlel Archltectures for Rank Order Filters
: __-Archntecture arallet Rank Order F|Iters-Runn|ng Order, Merge

“Total Periods: 45
Course QOutcomes
On completion of the course, the studeﬁt"can___ .
COs Statements K-Level
CO1 | Explain the fundamentals of DSP processors., K2
co2 Summarize the overall performance of a DSP system through various transformatlon and K2
optimization techniques,
C0O3 | Explain the different types of instructions for DSP. K2
CO4 | Develop the optimized design for computation complexity and speed. K3
cO5 Build asynchronous and wave pipelined systems considering the clock-based issues in K3
synchronous systems




Knowledge Level: K1 — Remember, K2 — Understand, K3 — Apply, K4 — Analyze, K5 — Evaluate, K& — Create

CO - PO Articulation Matrix

Programme Outcomes

01 02 03
co1 1 - 1
co2 1 - 1
co3 1 - 1
cO4 3 - 2
Cos 3 - 2
co 2 - 1

Correlation levels 1, 2 and 3 are as dq_fjr_gg_e’d"b'él.dw:_ A R

1. Slight 2. Moderate :;.§3L':"S._tl__bs_tantia'l (High)_.... '

Reference Books

1| KK Parhi: "VLSI Digital Signal Proce

2 | John G.Proakis, Dimitris G.Manolakis




P24VE2204 INTERNET OF THINGS SYSTEM DESIGN LIT:P}C

301073

To make students delve into loT fundamentals and prolocols, gaining theoretical and practical
experlise in platiorm and system design. They'll explore loT’s global vision, applications, and
markel perspectives, ulilizing gateways, devices, and dala management, while also mastering
stale-of-the-art architecture and addressing real-world design constraints.

Course Objectives:

Unit - | loT NETWORKING CORE 9

Technologies Involved in foT Development, internet Web and Networking Technologies, Infrastructure, Overview of
loT Supported Hardware Platforms Such As: Raspberry Pi, ARM Cortex Processors, Arduino and Intel Galiteo Boards,
Wireless Networking Equipment and Configurations, Accessing Hardware and Device File Interactions

Unit -1 RS M2MToloT 9

Role of M2M in loT, M2M Value Chains, JoT Value Chain's An Emerging Indﬁétrial Structure for loT, the International
Driven Global Value Chain and. Global Information Monopolies. Building Archatecture Main Design Principles and
Needed Capabilities, An loT Archtlecture Outllne Standards Cons;deratlons ' .

Unit~ NI S et ARCHITECTURE??':STATE oF THE ART 9

Wi Info matlon Vsew Depioyment and Operational View, Other

loT Reference Mode! and Arch:tecture Funct]
fo} re etc R__emote Mon:tonng and Sensmg, Remote Controlling

Relevant Architectural Vlews Mlddleware 'l’ t

Unit - IV : IoT 'PPLICATION DEVELOPMENT 9

Application Protocois MQTF Rest/Http, COAP_ ":MYS_QL Ba E_n_d Appllcatlon Demgnmg Apache for Handling Hitp
Requests, MONGODB Object Type Database, HTML SS & JQUERY‘I ' UE Deszgnmg JSON Ltb for Data Processing,
Security & Privacy Dunng Development :

Unit -V ©leT éél_ RITY ANﬁ:-.éASE s T-UDIES - _.ff?’ 9

Security, Privacy and Trust in loT-Data- Platforms"fo Smart C;tles, Flrst Steps Towards ! Secure Piatform, Smartie

Approach. Data Aggregat(on for'the- ioT in Smart Cities,

" Total Periods: 45

Course Outcomes

On completion of the course, the student can B
COs |- Statements K-Level
CO1 | llustrate the basic structure underlying in loT K2
CO2 | Explain the challenges in Internet of Things (loT) system design K2
CO3 | Oulline distributed embedded system hardware. : K2
CO4 | Summarize the modeling approaches for real-time and ioT systems K2
CO5 | Develop the security aspects of loT in smart applications K3

Knowledge Level: K1 — Remember, K2 —Understand, K3 — Apply, K4 — Analyze, K5 - Evaluate, K& — Creale




CO - PO Articulation Matrix

Programme Qutcomes
01 02 03
co1 1 - 1
co2 1 - 1
co3 2 - 1
co4 2 - 1
COo5 3 - 2
co 2 - 1

Correlation levels 1, 2 and 3 are as defined befow .

1. 8light 2. Moderate 3. Substantlal(Hngh) T

Reference Books

1 Vijay Madisetti and Arshdeepbahga “Internet'of

".mgs (a Hands-On—Approach)" 15‘ Edition, Vpt, 2015.

Adrian Mcewen Haklm Casmmall
Sons. :

gs" November 2013 John Wiley And




P24VE2205 ANALOG IC DESIGN : L(T|P|C

310214

To make the students to explore CMOS analog IC fundamentals, including MOS transistor
design principles, circuit choices, and trade-offs. Also to make the students to understand the
topics include single and multistage amplifier design, addressing oulpul, impedance,
bandwidth, feedback, stability, and related constraints.

Course Objectives:

Unit - | SINGLE STAGE ANPLIFIERS 9

Basic MOS physics and equivalent circuits and models, CS, CG and Source Follower, differential amplifier with active
load, Cascode and Folded Cascode configurations with active load, design of Differential and Cascode Amplifiers — to
meet specified SR, noise, gain, BW, ICMR and power dissipation, voltage swing, high gain amplifier structures.

Unit - II HIGH FREQUENCY AND:NdrSE"EHKMCTERlsncs OF AMPLIFIERS 9

Miller effect, association of poles with- nodes frequency response ‘of CS CG .and Source Follower, Cascode and
Differential Amplifier stages, stallstacal characlenshcs of noise, nonse in Single Stage amplmers noise in Differential
Amplifiers, .

Unit - 1t FEEDBACK AND SINGLE STAGE::_OPERATIONAL AMPLIF!ERS 9

Properties and types of: negatlve feedback "cwcutts ffloadtng”‘m feedback networks operational amplifier
performance parameters slngle stage Op Amps, two-stage Op Amps, input: range Iimltatlons gam boosting, slew rate,
powser supply rejectlon noise in Op Amps B

Unit = IV STABILITY AND FREQUEN_ Y col NO STAGE AM'PLI'#;ER 9

Analysis Of Two Stage Op Amp Two Stage Op Amp : ngle Stage CMOS: CS as Second Stage :and Using Cascode
Second Stage, Multiple Systems, Phase Margin; Frequency. Compensatlon :And Compensation of Two Stage Op Amps,

Slewing in Two Stage_'f;Op Amps, Other Com_pe_ns ion -Tep_hntque_s

Unit - V . "'-":BAN:'D'GAP REFERENCES

Current sinks and sources current mirrors, Witso" current sour_ _ Wldlar current source, cascode current source,
design of high swing cascode sink, current amptlﬂers,.supply mdependent bzasmg temperature independent references,
PTAT and CTAT current generatton constant-gm blasmg _ . _

"':3;:':I"ota| Periods: 45

Exp. No o ' Tltie.

Module DeS|gn using FPGA lmplementatton (VenlogNHDL)

1 Design of Common Source Amplifier

Design of Cascade and Cascode amplifiers

Design of current Mirrors

Design of differential pair amplifier with active load

Design of telescopic amplifier circuit

o2 T I % 1 T S~ Y I A

Design of two-stage amplifier circuit




Course Qutcomes

On completion of the course, the student can

COs Statements K - Level
CO1 | Compare the performance of various amplifiers K2
€02 | Explain the single stage and two stage op amps K2
CO3 | Outline current mirrors and current sinks with MOS devices K2
CO4  Conslruct analog Circuit using CMOS logic with EDA tools K3
COo5 K3

Develop time domain and freque_n_c_y__-.dp'rriéi'h' simulations of -s'ir'np_[g analog building blocks

Knowledge Level: K1 — Remembgr;fké - L__Jnderéta'nd'; K3 — Apply, K4 — Ah'alyzéz,'":"}'(;ﬁi— Evaluate, K6 — Create

CO - PO Articulation Matrix

E _ Programme _O.u_;c'on}es.'

o s I 02 | 03
CcO1 I 1
e o 2
cos 1 1
coa s 3
CO5 3 3
co L2 2

Correlation levels 1, 2 and"-;'az-._are as deﬁﬁed_ befow:

1. Slight 2. Moderate:':-:.';_:.b_’. SL'lbsta_ntia'i {High)

Reference Books

Behzad Razavi, ‘Design of Analog Cmos i'h:t“égra{éa Circuits”, Tata Mcgraw Hill, 2001.

1

2 Willey M.C. Sansen, "Analog Design Essentials”, Springer, 2006,

3 Grebene, “Bipolar and MOS Analog Integrated  Gircuit Design”, John Wiley & Sons, Inc.,2003,

4 Phillip E.Allen, Douglas R Holberg, “CMOS Analog Circuit Design”, Oxford University Press, 2" Edition,
2002.

5 Recorded Lecture Available at http://iwww.ee.iitm.ac.in/visi/courses/ee5320_2021/start

6 Jacob Baker “CMOS: Circuit Design, Layout and Simulation, Wiley IEEE Press, 3™ Edition, 2010,




P24VE2206

EMBEDDED AUTOMATION LABORATORY

L

T|P

C

0

014

2

Course Objectives:

To make the students to understand the design and development of various automation
systems, enhance embedded C programming skills, and study the interfacing mechanisms of
peripheral devices with microcontroliers. Also to improve the programming skills related o

computer vision and to build a home autormalion system,

Exp. No Title
1 Water level controller
2 Unauthorized entry identifier
3 Tweeting bird feeder
4 Package delivery.detélcltor_ ;
5 Web enabled Iaght switch
6 Curtain au@g'r.ﬁétigh. | ..
7 Android d_;or Ioék
8 Voice cciﬁiro!!éd horﬁe autorﬁ'é;t_iqn
9 Smart Iiéhting |
10 Srart rﬁ.'..e_.x.ilbox
11 Proximit;l'/'._'garage dobr_ opener E o
12 Wi Fi Mané’éed Vehicle Parking andTheﬂContro| |

Course Outcomes

On completion of the course, th.'é :-Sty_dent can -

COs _._'_Statements" K - Level
CO1 | Develop real time systems using microcontrollers K3
€02 | Build the systems based on vision mechanism K3
CO3 | Construct the targe and complex systems K3
CO4 | Develop a real time home automalion system K3
CO5 | Demonstrate the different embedded tools K2

Knowledge Level: K1 — Remember, K2 — Understand, K3 — Apply, K4 — Analyze, K5 — Evaluate, K6 — Create




CO - PO Articulation Matrix

Programme Qutcomes

01 02 03
co1 2 1 2
co2 2 1 2
CO3 2 1 2
CO4 3 1 3
CO5 1 - 1
co 2 1 2

Correlation levels 1, 2 and 3 are as defined below: . e
1.Shight 2. Moderate 3. s___upgtéﬁt:féa__(:'H:igh) e




P24VE3201 REAL TIME OPERATING SYSTEM L|IT|P|C

3iol2i4

To learn about the significance and usage of Real Time Operating Systems {(RTOS),
including different scheduling strategies and optimization principles. To understand the
Course Objectives: resource allocation or sharing processes invoived in RTOS and lo study the various
firmware and tools related to RTOS development. Additionally, to design and develop an
innovative real-time embedded system,

Unit - | REAL TIME EMBEDDED SYSTEMS 9

Introduction - History of Real Time Systems and Embedded Systems - Real Time Services and Standards - System
Resources - Analysis - Service Utility - Scheduling Classes - Cyclic Executive - Scheduler Concepts- Real Time
Operating System - Thread Safe Re-entrant Functions =i

Unit - I  RESOURCES AND SERVICES 9

Processing - Resources - Memory —Multiresource Services: Blocking, Deadlock, Livelack, Critical Sections to Protect
Shared Resources, Priority:Inversion, Power Management and Processor Clock Modulation - Sofl Real Time
Services: Missed Deadlines, Quality of Service, Alternatives:to Rate Monotonic Policy, Mixed Hard and Soft Real
Time Services ST T e i e §

BEDDEDCOMPONENTS .~ | 9

Unit -

TOS Sysiem Software - Software Application Components -
mmelric: Mullicore Processing and Symmetric Multi-Core

Hardware Compone:r;i:ls - Fi_rmwére Component
Traditional Hard Real Time Operating System

Processing - Processor Core Affinity - SMP.Suppo Models - RTOS Hypervisors - Open-Source Real Time Operating
Systems - : ey i

Unit - IV . INTEGRATING EMBEDDED LINUX | 9
Integrating Embeddéd Linux into Real Tlm yste ms-De '_'Lfié'gingf-cé'rnponents_3~ Perform_iénce Tuning - High

Availability and Reliability Design - Hierarchical A Safe Design.

Unit -V 9

System Life Cycle - Continuous Media Applications 'l'\'/.'i;i_:éq::énd*i\'udio Processing — 'Robqti:t::":Applications - Computer
Vision Applications E o i ; :

Total Periods: 45

Exp. No R i e Title =

Implement a Linux process that is executed at the default priority for a user-ievel application and waits
on a binary semaphore 1o be given by another application. Run this process and verlfy its state using

1
the ps command to list its process descriptor. Now, run a separate process to give the semaphore
causing the first process to continue execution and exit. Verify completion.

2 Create An Application That Creates Two Tasks That Wait On a Timer Whilst the Main Task Loops.

3 Develop an Applications Using Linux

4 Design of Plant Control System




Course Outcomes

On completion of the course, the student can

COs Statements K -Lavel
CO1 | Summarize of scheduling algorithm and process K2
CO2 | Explain on firmware and tools related to the development of RTOS K2
CO3 | Develop an embedded system with RTOS functionality K3
€04 | Construct systems in Linux environmenls K3
COS5 | Build large real-time embedded systems K3

Knowledge Levei: K1 — Remember, K2 j__L_J_n_de'ré'téﬁd:,: K3—Apply,K4—~Analyze K5 - Evaluate, K6 ~ Create

CO ~ PO Articulation Matrix

. _-rc#gr?[nmé_ Qutc_br'ﬁ?,é;- e
03
co1 1
co2 1
co3 2
co4 2
cos 3

Correlation levels 1, 2 and 3 are as d"éf:l;'néq__t_ne_low:
1.8light 2. Moderate 3. Substantial (Highy  * i

Reference Books

1 Sam Siewert, John Pratt, "Real-Time Embedded Components and Systems with Linux and Rtos", Mercury
Learning and Information Llc, 2016.

2 Jonathan W. Valvano, "Embedded Systems: Real Time Operating Systems for ARM Cortex-M
Microcontroliers”, Createspace Independent Publishing Platform, Fourth Edition, 2017.

3 Giorgio C. Buttazzo, "Hard Real-Time Computing Systems - Predictable Scheduling Algorithms and
Applications”, Springer Science+Buisness Media, LLC, Third Edition, 2011,

4 Albert M. K. Cheng, "Real-Time Systems - Scheduling, Analysis and Verification", a John Wiley & Sons Inc
Publication, 2002.

5 Wang K.C., "Embedded and Real Time Operating System”, Springer, 2017




P24VE3202 EMBEDDED NETWORKING LIT|P;C

310124

To learn the concepts of serial and parailel communication protocols and to understand
application development using USB and CAN bus for PIC microcontrollers. To learn the
basics of Ethernet and application development using embedded internet, as well as
wireless sensor network communication protocols.

Course Objectives:

Unit - 1 COMMUNICATION PROTOCOLS 9

Serial/Parallel Communication — Serial Communication Protocols -RS 232 Standard — RS 485 — Syhchronous Serial
Protocols -Serial Peripheral Interface (SPI) — Inter Integrated Circuits (12C) — PC Parallel Port Programming - PCI Bus
Protocol. .

Unit - Hl _ USB AND CAN BUS 9

USB Bus — intreduction — Speed Identlflcatlon On the Bus —USB States USB Bus Communication: Packets —Data
Flow Types —Enumeration mDescrlptors -PIC Microcontroller USB Interface =.CAN Bus — Introduction - Basic
Concepts & Definitions-ldentifiers & Arbitration- Robustness & Flexlbmty-Message Formats Error Handling -PIC
Microcontroller CAN Interface ~a Simple Appltcatuon with CAN.

Unit - HI . : L ETHERNET BASICS s . . 9

Communications — In5|de the Internet Protoc:o!

Unit — iV MBEDDE___ _ ETHERNET :.-;.

Exchanging Messages Using UDP And TCP Servmg Web Pages Wlth Dynamsc Data — Serwng Web Pages That
Respond To User Input — Email for Embedded Systems Usmg FTP' SR

Unit - V EMBEDDED WIRELESS SENSOR N:ETWORKS 9

Wireless Sensor Networks —Introduction To WSN_ Challenges for WSNs - Characterisuc Reqmrements — Required
Mechanisms - Single-Node Architecture -Hardware: Components-Energy Consumption of Sensor Nodes Operating

Systems and Execution Enwronmenls Some Examples of Sensor Nodes.

.__ff-TbtaI Periods: 45

Exp. No ST Title

Module Deé’iéh-usiq_g E_?GA:!_mpleﬁi'é:htation (Verilog/VHDL)

1 Write a Simple Application Program USB and PIC Interface.
2 Write a Simple Application Program Using CAN And PCI.

3 Write a Program for Email Transferring Using UDP And TCP
4 Write a Program for Energy Harvesting In WSN Node

5 Develop An Application Using Embedded Wireless Sensor Networks




Course Qutcomes

On completion of the course, the student can

COs Statements K- Level
CO1 | Compare wired and wireless network prolocols K2
€02 | summarize the embedded networking concepis with USB and CAN bus K2
CO3 | Explain the Embedded Wireless Sensor networks K2
CO4 | Demonstrate the communication between two networks K3
CO5 | Build an wireless sensor network i K3

Knowledge Level: K1 -~ Remember, K2 mUndersland, K3~ Apply, K4.—Ahé'@y;_e, K& — Evaluate, K6 — Creale

CO~ PO Articulation Matrix

_ ; *'-'ﬁi'b_grqm_me Outcomes™ .

: 01 02 03
cO1 e 1
co2 2 1
co3 2 1
co4 3 3
cos 3 3
co 2 2

Correlation levels 1, 2 andB are as defined below:' _

1. Slight 2. Moderate 3. Substantial (High)

Reference Books

1| Jan Axelson, “Embedded Ethemet and Internet Complete”, Penram Publications, 2003,

2 Bhaskar Krishnamachari, Networking, Wireless Sensors - Cambridge Press 2005,

3 Olaf Pfeiffer, Andrew Ayre and Christian Keydel, "Embedded Networking With CAN And CAN Open", Second
Edition Published By Copperhill Media Corporation, 2003,

4 Holgerkarl, Andreas Wiliig, "Protocols and Architectures for Wireless Sensor Networks”, John Wiley, 2005,
5 Frank Vahid, Tony Givargis, “Embedded Systems Design; a Unified Hardware/Software Introduction” - John
& Wiley Publications, 2006 :

6 Jan Axelson, “Parallel Port Complete: Programming, Interfacing and Using the PCs Parallel Printer Port” -
Penram Publications, 19986,
7 Dogan Ibrahim, "Advanced PIC Microcontroller Projects In C: From USB To RTOS With the PIC18f Series”

- Elsevier 2008.




P24VE3203 DEEP LEARNING Li{T|PiC

30124

Develop and train deep neural networks, including CNN, R-CNN, Fast R-CNN, Faster
R-CNN, and Mask R-CNN for delection and recognition. Build and frain RNNs, work with
NLP and word embeddings, and understand the internal structure of LSTM and GRU and
their differences. Additionally, explore auloencoders for image processing.

Course Objectives:

Unit - DEEP LEARNING CONCEPTS b

Fundamentals ahout Deep Learning. Perception Learning Algorithms. Probabilistic modelling. Early Neural Networks.,
How Deep Learning different from Machine Learning. Scalars. Vectors. Matrixes, Higher Dimensional Tensors.
Manipulating Tensors. Veclor Data. Time Series Data. Image Data. Video Data.

Unit - I . 'NEURAL NETWORKS = 9

About Neural Network. Building Blocks of Neu.ral Network. Oplirﬁiiers. Activéti'b'n_.Funciions. Loss Funclions. Data
Pre-processing for neural networks, Feature Engineering. Overfilting and Underfitting, Hyperparameters.

Unit - ti . CONVOLUTIONAL NEURAL NETWORK 10

] Filtering. Building & convolutional neural network. input Layers,
Convolution Layers. Pooling Layers. Dense Layers. Backpropagation Through the Convolutional Layer. Filters and
Feature Maps. Backpropagation Through the Pooiing Layers. Dropout Layers and Regularization. Balch
Normalization. Various Activation Functions, Various Oplimizers. LeNet, AlexNet, VGG 16, ResNet. Transfer Learning

with Image Data. Transfer Learning using ! ption Oxford VGG Model, Google Inceplion Model, Microsoft ResNet
Model. RCNN, Fast R-CNN, Faster R-CNN, Mask-RCNN, YOLO. ; T

About CNN. Linear Time Invariant. Image Processin

sk-RCNN, YOLO,

Unit - IV NATURAL LANGUAGE PROCESSING USING RNN 5 10

About NLP & its Toolkits. Language Modeling: Yecior Space Model {VSM),:Continuous Bag of Words (CBOW). Skip-
Gram Model for Word Embedding. Part of Speech. al:Cooccurrence Statistics—pased Word Vectors.
Transfer Learning. Word2Vec, Global Vectors for Word Representation GloVe. Backpropagation Through Time,
Bidirectional RNNs (BRNN}) . Long Short Term Memory (LSTM). Bi-directional LSTM. Sequence-to-Sequence Models
(Seq2Seq). Gated recurrent unit GRU, S T S

Unit - V . DEEP REINFORCEMENT & UNSUPERVISED LEARNING 10

About Deep Reinforcement Learning. Q-Learning. Deep Q-Network (DQN), Policy Gradient Methods. Actor-Critic
Algorithm. About Autoencoding. ‘Convolutional Auto Encoding. Variational Auto Encoding. Generative Adversarial
Networks. Autoencoders for Feature Exlraction. Auto Encoders for. Classification. Denoising Autoencoders. Sparse
Autoencoders. S ' AR T

Total Periods: 45
Exp. No Title
1 Feature Selection from Video and Image Data
2 Image and video recognition
3 image Colorization
4 Aspect Oriented Topic Detection & Sentiment Analysis
5 Object Detection using Autoencoder




Course Outcomes

On completion of the course, the student can

COs Statements K - Level
CO1 | lliustrate the concepls of deep learning. K2
CO2 | Explain about neural network basics and its construction. K2
CO3 | Infer reinforcement and unsupervised learning. K3
CO4 | Build real time system using image processing concepls. K3
CO5 | Demonstrate aspect Oriented Topic Detection and Sentiment Analysis. K3

Knowledge Level: KT — Remember, K2 — Understand, K3 — Apply, K4 — Analyze, K5 — Evaluate, K6 — Create

CO - PO Articuiation Matrix | I

_ ) __Pr_q_g'ra'rnme th_cp_rﬁés_:___:

o [ e T 03
p— — e — 1
co2 2 1
co3 Sl 2 1
co4 3 2
co5 3 2
co 2 1

Correlation levels 1, 2'3:33_n_d 3 are as defined Eie_:l_
1.Slight 2. Moderate 3. Substantial (High)

Reference Books

1 Deep Learning A Pracutloners Approach Josh Patterson and Adam Gibson O Rellly Media, Inc.2017.

L.earn Keras for Deep Neurai Networks Jo;o Moolaynl Apress 2018, -

Deep Learning Projects Usmg TensorFIow:Q, Vinita .Sj!apara's'e'tty, Apress, 2020.

P | N

Deep Learning with Python, FRANGOIS CHOLLET, MANNING SHELTER ISLAND,2017.

5 Pro Deep Learning with TensorFlow, Santanu Pattanayak, Apress,2017.




P24VE3204 REAL TIME EMBEDDED SYSTEMS L|T|P|C

3|10(2|4

Te understand the basics of embedded syslems and ARM architecture, including RTOS
concepis like scheduling and memory management. To learn about the programming
Course Objectives: aspects of RTOS and different protocols of embedded wireless applications. Additionally,
to grasp concepls involved in the design of hardware and software components for an
embedded system..

Unit - | INTRODUCTION 9

Real Time System - Embedded Systems — Architecture of Embedded System — Simple Programming for
Embedded System — Process of Embedded System Development — Pervasive Computing — Information Access
Devices — Smart Cards — Microcontrollers — ARM Processor -Real Time Microcontrollers.

Unit - Il EMBEDDEDIREAL TIME OPERATING SYSTEM 9

Operaling System Concepis: Processes; Threads Inferrupts, Events Real Time Scheduling Algorithms - Memory
Management — Overview of Operating’ Systems for Embedded, Real Time Handheld Devices — Targel Image Creation
— Programming In Linux, Rtlinux, Vxworks, _Microcontroller Operatmg System Overvl_gw

Unit - 1 T CONNECTIVITY I 0

Wireless Connectivity - Bluetooth Other S ort R

§ Wireless Applicatiérj_J___Environment — Service
Discovery — Mlddleware S -

Unit -

The Rapid Ohject- Orlented Process for Em dded Sys_t {ROPES) Process. MDA and Platform-Independent
Models- Scheduling:Model-Based PrOJects Model Organization: Principles- Working with Model-Based Projects -
Object Orientation with UML 2.0-Structural: £ srpects Object Orien!atlon with UML 2.0- Dynamlc Aspects -UML Proﬂle
for Schedulability, Performance, and Time. “Anal, =

Behaviour ~ Real Time Design Patterns.

Unit -V

Concurrency — Except:i:éns — Tools — Debugging Tébhmqﬁés — Optim ation —Interfacing Dlgltal Camera with USB
Port. Interfacing of Sensors and Actuators for a Real Time industnal ‘Application, o

_.;'fufal Periods: 45
Exp. No S B . Title
1 Read Input from Switch ancl Automahc Contmb’Flash LED for ARM Processor
2 Laboratory Exercises on Task Scheduling
3 Simple Program in Linux, Rtlinux and Vxworks
4 Develop a Real Time Security Monitoring System
Course Outcomes
On completion of the course, the student can
COs Statements K- Level
CO1 | Infer the choice of suitable embedded processor for a given application K2

CO2 | Build the hardware and software for the embedded system K3




COs Statements K - Level

co3 Develop the real time kernel/operating system functions, task control block structure and

study the different task states K3
CO4 | Construct different types of infer task communication and synchronization techniques K3
CO5 | Demonstrate the aspects of embedded connectivity in real time systems K3

Knowledge Level: K1 — Remember, K2 — Understand, K3 — Apply, K4 — Analyze, K5 — Evaluate, K6 — Create

CO — PO Articulation Matrix

Programme Outcomes
. o 0
co2 3;;f;.  éH' }_;_.“in_'.:_f iJﬁTu“:'=  _t.:‘:_Ef.a3}?; 2
co4 :{f; = 3 3
cos _f{ = _;. 3:. 3
co -; 3-: 2 2

Correlation levels 1, 2'and 3 are as defined baloy

1.8light 2. Moderate = 3. Substantial (F

Reference Books

1 R.J.a.Buhr, D.L.Bailey, *An Introduction to ﬁ’eal-Timé Syé_tems_'_'. P.rentic_e_—_}_%iél.i' International, 1999,

2 | David E-Simon, “An Embedded .'S't;:fiWa[e___P___r_i_mg_rf_’_,:___P_éé_r_s__Qn_____E_dGéa"tib'n. 2007,

3 C.M.Krishna, Kang G.Shin, “Real Time Systems”, Mc-Graw Hill, 2010,

B.P.Douglass, "Real Time UML - Advances Ih the UML for Real-Time Systems, 3rd Edition Addison-Wesley,

4 | 2004,

5 K.V.K. Prasad, "Embedded/Real Time Systems: Concepts, Design and Programming”, Dream Tech Press,
Black Book, 2005.

6 R.Barnett, L.O.Cull, S.Cox, “Embedded C Programming and the Microchip
PIC", Thomasen Learning, 2004,

7 Wayne Wolf, “Computers as Components - Principles of Embedded Computer System Design”, Mergen

Kaufmann Publisher, 2006.

B Sriram V lyer, Pankaj Gupta, "Embedded Real Time Systems Programming”, Tata Mc-Graw Hill, 2004.




P24VE3205

PERVASIVE COMPUTING LIT|PIC

3(0(2]|4

Course Objectives:

To understand the characteristics and principles of pervasive computing and the solutions
currently in use. To recognize the role of wireless protocols in shaping the future internet and
to design and implement pervasive applications. Additionally, to introduce the enabling
technologies of pervasive computing.

Unit - |

PERVASIVE COMPUTING CONCEPTS 9

Perspectives of Pervasive Computing, Challenges, Technology; the Structure and Elements of Pervasive Computing
Systems: Infrastructure and Devices, Middleware for Pervasive Computing Systems, Pervasive Computing
Environments.

Unit -l

CONTEXT COLLECTION; USER TRACKING, AND CO

TEXT REASONING 9

Resource Management in Pervasiy_e’,Cbmputing:-Efﬁciént Resource A'Ilocatic_:_n Ih::?e'rvg_asive Environments, Transparent
Task Migration, Implementation-and lllustrations, ..~ - o

Unit - ili

HCI Service and Interaction Migration, Conte
Office, a Web Serviceﬁ_i_ﬁased HCI Migratic

“HGIINTERFACE N PERVASIVE ENVIORNMENTS )

" ectn, Scenariqutuay;: Video Calls at a Smart

Framework.

Unit=1V .

Mobile Transaction = Framework, ot
Management, Formal Transaction Verificatio

PERVASIVE MOBILETRANSACTIONS °

f_ibn Model, Dynémicf[ransaction

Unit -V

45

Tot__a'l. Periods:

 Title

"Exp. No _

To design the Software for Mbbi-!e P.ﬁoni_és Using Symbion 0S L -
i.Text String Handling e

1 ii.Graphical Application
iii.Dialog Application
iv.Drawing Application
v.File Handling Operations

2 Application Level- To Study New HCI Technigues for Small Mobile Devices and Embedded Devices

3 Case Studies- Projects in Pervasive Computing- to explore wearable and handheld computing and their

enabling technologies

Course Quicomes

On completion of the course, the student can

COs

Statements K ~Level

cO1

Outline the basic problems, performance requirements of pervasive computing applications and

K2




COs Statements K - Level
the trends of pervasive computing and its impacts on future computing applications and society.

co2 Compare the performance of different data dissemination techniques and algorithms for mobile Ko
real-time applications

CO3 | Explain about concepts of IPSPACE, IPV6 K2

CO4 | Develop Symbion OS based software application for mobile phone to perform basic activiiies K3

COS | Build a real time wearable and handheld computing device K3

Knowledge Level: K1 — Remember, K2 - Understand, KS_—:—__Appfy, K4 - Analyze, K5 — Evaluate, K6 — Create

CO — PO Articulation Matrix

= . P._rogfa_t_rnme O_u.tt‘-_o.!_’f.i;s-ff:; .

e 02 =
co1 R s 1
co2 I 1
co3 1 2 1
cos -3 :
cos N :
co 2 :

Correlation levels 1, 2 and 3 are as defined be V
1. 8light 2. Moderate -“3. Substantial (High J

Reference Books

Minyi Guo, Jingyu Zhou, Fellong Tang Yao Shen ”Pervaswe Computlng Concepts Technologies and

! Appiications”, CRC Press 2016

2 Obaidat, Mochammad S., Mieso Denko ‘And isaac: Woungang, Eds. Pervasive Computing and Networking.
John Wiley & Sons, 2011

3 Laurence T. Yang, Handbook On Mobile and Ubiquitous Computing Status and Perspective, 2012, CRC Press.

4 Seng Loke, Context-Aware Computing Pervasive Systems, Auerbach Pub., New York, 2007.

5 Uwe Hansmann Etl, Pervasive Computing, Springer, New York, 2001,




P24VE3206 PHYSICAL DESIGN AUTOMATION L|{T|Pi{C

3;0,2 |4

To understand ihe concepts of physical design processes such as parlitioning, floor
planning, placement, and routing. Discuss the concepts of design optimization algorithms
Course Objectives: and their application to physical design automation. Understand the concepts of simutation
and synthesis in VLS| design automation, and formulate CAD design prablems using
algorithmic methods.

Unit - | INTRODUCTION 9

Layout and Design Rules, Materials for VLS| Fabrication, Basic Algoriihmic Concepts for Physical Design, Physical
Design Processes and Complexities. Partition: Kernigham-Lin's Algorithm, Fiduccia Mattheyes Algorithm,
Krishnamurthy Extension, Hmetis Aigorithm, Multilevel Partition. Techniques.

Unit - I ' FLOORPLANNING = 9

Planning: Hierarchical Design, Wire ;Length 'Estimation, ~Slicing and’ Non-S'l'iEi'rzu_g Floor Plan, Polar Graph

Representation, Operator Concept, Stockmeyer Algerithm for Floor Planning, Mixed Inté_g_gr Linear Program.

Unit -1l 8

Design Types: ASICS_,'_'?SOC, Micr_oprocé.s_;,_sor__fRI:M;"fﬁP.laé’émé'ﬁif:ﬂ;&:fahniq__ s Simulated Ar__m'éé.ling, Partition Based,

Analytical, and Hall's Quadratic; Timing and Congestion Consideratians:

Unit — iV

Detailed, Global an_d_ Specialized Routing,:( ha"nelOrdertng _Ch_ann_e_l.Raﬁting Problems and:Constraint Graphs,
Routing Algorithms, Yoshimura and Kuh's Method; Zone Scanning and. Net Merging, Boundary Terminal Problem,

Minimum Density Spanning Forest Problem, Topological Routing, Cluster Graph Representation.

 OPTIMIZATION AND CELL BINDING 9

Unit oV  SEQUENTIAL LO

Bmdmg and Its Aigorithms,féoncurrent Binding.

o ;if.o:t'él Periods: 45

Exp. No Ve  Title
Graph Algorithms “ ' s

Graph Search Algorithms

1 Spanning Tree Algorithm

Shortest Path Algorithm
Steiner Tree Algerithm

Partitioning Algorithms

Group Migration Algorithms

Simulated Annealing and Evolution Algorithms
Metric Allocation Method

Floor Planning Algorithms

Constraint Based Methods

Integer Programming Based Method

3 Rectangular Dualization Based Methods
Hierarchical Tree Based Methods
Simulated Evolution Algorithms

Time Driven Floor Planning Algorithms

4 Routing Algorithms




Exp. No _ Title

Two Terminai Algorithms
Multi Terminal Algorithm

Course Quicomes

On completion of the course, the student can

COs Statements K - Level
CO1 | Explain about the ptacing and partitioning of blocks while designing the layout for IC, K2
CO2 | Identify the performance issues in circuit layout, K3
co3 Develop automation algorithms for partltlonmg, ﬂoor plannlng, placement and routing based K3
on physical design problems R e
Construct the decomposer for farge mapping problem into’ p|eces mcludmg Iog|c optimization
Co4 K3
with partitioning, placement and. routlng _ _ .
CO5 | Build circuits usmg__._b__oth analytical and CAD tools. o R _ .-g;'-: _ K3

Knowledge Level: K1 ~ Remember K2 - Understa”' Analyze, K5 - Evaluate, K6 — Create

CO-PO Artlculatlon Matrlx :

__tf:omes

o1 03
cot | 2 1
-~ 2 1
co3 :"-3._ ) ?
co4 3 o 1 2
COo5 3. - e 1 o 2
co ' 3 1 2

Correlation levels 1, 2 and 3 are as defined below:
1. Slight 2. Moderate 3. Substantial (High)

Reference Books

1 Sarrafzadeh, M. and Wong, C.K, "An Introduction to VLSI Physica! Design”, 4th Edition, Mc Graw-Hill

2 Wolf, W, “Modern VLS| Design System on Silicon”, 2nd Ed., Pearson Education.




Dreschler, “Evolutionary Algorithms for VLS| CAD”, 3rd Edition, Springer.

Sait, S.M, And Youssef, “VLS| Physical Design Automation: Theory and Practice”, 1999, World Scientific
Publishing Company,

Sherwani, “Algorithms for VLS! Physical Design Automation”, 2nd Edition, Kluwer




P24ACT001

ENGLISH FOR RESEARCH PAPER WRITING LIT|P|C

21000

Course Objectives:

Teach how to improve writing skills and fevel of readability and to impart the writing skills.
infer the skills needed when writing the Conclusion and ensure the quality of paper at very
first-time submission.

Unit - |

INTRODUCTION TO RESEARCH PAPER WRITING 6

Planning and Preparation, Word Order, breaking up long senlences, Structuring Paragraphs and Sentences, Being
Concise and Removing Redundancy, Avoiding Ambiguity and Vagueness

Unit -

PRESENTATION SKILLS 6

Clarifying Who Did What, Highlighting Your Fmdmgs Hedglng and CHtiClZEﬂg, Paraphrasing and Plagiarism, Sections
of a Paper, Abstracts, Introduction .

Unit - IEf

. TITLE WRITING SKILLS - 6

Key skilis are needed when writsng a Title, key skms are needed when writing an Abstract, key skills are needed when
writing an introduction, sKills needed when wrltlng a -Re\new of the Lnerature Methods Results, Discussion,

Unit — 1V

Conclusions, The Final Check

ESULT WRITING 'SKILLS 1

Skills are needed when writing the Methods skills :n _
the Discussion, skills are needed when wrmng the Conciusm" 5

:I‘It g :the:ResuIts skulls are: needed when writing

Unit-Vv

_ER%FICATION SKILLS ' | 6

Useful phrases, checklng Plagiarism, how to ensure paper ;s as good as ll could possibly be the fh'si time submission

Total Persods 30
Course Outcomes
On completion of the course, the student can
COs Statements . | : | K-Levei
CO1 | interpret writing meaningfﬂi ZSe__ntenc'es and coherent paragraphs. . | K2
Cc02 | Outline the paraphrasing and p|a"gi'a"ﬁém for presentation skills. o K2
CO3 | Summarize about review literature, write methodology, results and conclusion. K2
CO4 | llustrate how to write methodology, discussions, resuits and conclusion, K2
CcO5 | Infer how to use useful phrases and checking plagiarism K2

Knowledge Level: KT — Remember, K2 — Understand, K3 — Apply, K4 — Analyze, K5 — Evaluate, K6 - Creale

CO - PO Articulation Matrix

Programme OQutcomes

1 02 03

CcoO1

2 1 3




Programme Qutcomes

1yl 02 03

co2 2

co3 2

CO4

COos

B R | N
—
WIN W N W

co

Correlation levels 1, 2 and 3 are as defined below:
1. Slight 2, Moderate 3. Substantial (High)

Reference Books

2011 e

Adrian Wallwork, English__I_’_prﬁ"Wr'_i'fing Research Papers, Springer NéW--)ﬂor_k Dordrecht Heidelberg London,

2 | DayRHowto Wri_;_e:”én_d Publish.a "'Scﬁienii_f_i_c:__ aper, Cambridge 'Urili_vérsity_Préé’éf_’Z__OOB

3 Goldbort R W:ri_ting for Science, -i’a!" '\'Ja'_i:l_a_ e néGoo'gi_e B'ook_s) 2006

4 | Highman N, Handbook of Writing for the Mathiematical Sciences, SIAM. Highman's book 1998,




P24ACT7002 DISASTER MANAGEMENT L|IT|(P|C

2:0]10;0

To explain the crilical understanding of key concepts in disasier risk reduclion and
humanitarian response and o illustrate disaster risk reduction and humanitarian response
policy and practice from multiple perspeclwes To understand standards of humanitarian
response and practical relevance in specific types of disasters and conflict situations,

Course Objectives:

Unit - | INTRODUCTION 6

Disaster: Definition, Factors and Significance; Difference between Hazard and Disaster, Natural and Manmade
Disasters: Difference, Nature, Types and Magnitude.

Unit - I REPERCUSSIONS DF DISASTERS AND HAZARDS ' 6

Economic Damage, Loss of Human and Anlmal Llfe Destruction of Ecosystem Natural Disasters: Earthquakes,
Volcanisms, Cyclones, Tsunamis, Floods, Droughts and Famines, Landslides and Avalanches, Man-made disaster:
Nuctear Reactor Meltdown, Industnal Accldents ail Sircks and Spills Outbreaks of Dnsease and Epidemics, War and
Conflicts, - .

Unit - I DISASTER_PRONEAREAS ININDIA 6

Study of Seis

_ _ to Cyclonic
and Coaslal Hazards W|th Spemal Reference to sul n _m Post-Disaster Diseases and Epldemlcs

Unit -tV

Preparedness: Mon;tonng of Phenomena' riggering. a'.Dlsastero _ :’
Sensing, Dala from Meteorological and Other_ Agenmes Media Repons Governmental and Community
Preparedness. R S

Unit -V

Disaster Risk: Concept and Elements, Dlsaste___ Rt' ! ;;Glo'bal and National Disaster Risk Situation.
Techniques of Risk Assessment, Global Co- Operatton m Rls As ssment and Warnmg, People s Participation in
Risk Assessment. Strategles for Surwval S ; :

_;]‘-_Bial Periods: 30

Course OQutcomes
On completion of the course, the stude'h:t'"ﬁc_a_n_
COs Statements K-Level
CO1 | Summarize the basics of disaster. K2
o2 Explain a critical understanding of key concepts in disaster risk reduction and K2
humanitarian response,
CO3 | llustrate the disaster risk reduction and humanitarian response policy. K2
Summarize the standards of humanitarian response and praciical relevance in disaster
CO4 A K2
and conflict situations.
CO5 | Outline the disaster risk assessment approaches, K2

Knowledge Level: K1 — Remember, K2 — Understand, K3 — Apply, K4 — Analyze, Kb - Evaluale, K6 —~ Create



CO —~ PO Asticulation Matrix

Programme Outcomes

01 02 03
cot 2 2 2
coz 2 ! ?
COo3 1 2 2
co4 2 ! ’
cos 1 2 2
co 2] 2 2

Correlation levels 1, 2 and 3 are as deﬂned below
1. Slight 2. Moderate 3 Substantlai (Htgh)

Reference Books

1 Goel S. L., D|sasler Admlnlstratlo se St_ijc_iieS",':_Dee.p_":& Deep Publication Pt.
Ltd., New Delhl 2009. D

2
book Company, 2007

3 | Sabni, Pradeep ELAL," Dasasler"
2001.




P24AC7003 CONSTITUTION OF INDIA L|IY|(P;C

2(0l0]|0

To understand the premises informing the twin themes of liberty and freedom from a civil
rights perspective and to address the growth of indian opinion regarding modern Indian
intellectuals’ constitution. To infer the role and entitierment of civil and economic rights as
well as the emergence of nationhood in the early years of Indian nalionalism.

Course Objectives:

Unit - | HISTORY OF MAKING OF THE INDIAN CONSTITUTION 3

History, Drafting Committee, (Composition & Working)

Unit -1l PHILOSOPHY OF THE INDIAN CONSTITUTION 3

Preamble, Salient Features

Unit - 1I conrouéé OF CO'NSTITU.TIONAL'RIGHTé AND DUTIES 5

Fundamental Rights, Right to. Equallty, nght to Freedom, right againsi Expio:tatlon ‘Right to Freedom of Religion,
Cultural and Educational nghts nght to Constltutlonai Remedles D;rechve Prsnmptes of State Policy, Fundamental
Duties. _ i R TR

Parliament, Composmon Qualtfucatlons_ and Disqualifications F_’_owers and Functlons Execullve President,
Governor, Counail of Ministers, Judiciary,: Ap _ountme and Trans rozdudges Ouallfcailons, Powers and Functions.

Unit -V _ * LOCAL ADMINISTRATIC c-'-'cm COMMISSION "'f_f_: 14

District's Adm:nnstrailon head. Role and Importance.,- Muni _patlties lntroducnon Mayor and role of Elecled
Representative, CEQ, Municipal Corporation, Pachayatl raj:Introduction, PRI: Zila Panchayat. Elected officials and
their roles, CEQ Zila Pachayat: Position and role, Block: level: ganlzatlonal Hierarchy (Different departments),
Village level: Role of Elected and Appointed off’ CIals Imporiance of grass root democracy. Election Commission:
Role and Functioning; Chief Election Comrmssnoner and Election Commlss:oners Instltute and Bodies for the welfare
of SC/ST/OBC and women. . e : :

: .’I'_.qt..a.l Periods: 30
Course Outcomes
On completion of the course, the stﬂde:_r_}:l can..
COs Statements. 00 K-Level
CO1 | Qutline the history of the Indian constitution. K2
CO2 | Summarize the philosophy of the Indian constitution. K2
CO3 | Infer the concepts of fundamental rights and directive principles of state policy. K2
CO4 | Interpret the importance of organs of governance. K2
CO5 | Explain the local adminisiration and election commission. K2

Knowledge Level: K1 — Remember, K2 — Understand, K3 — Apply, K4 — Analyze, K5 - Evaluate, K6 — Create



CO - PO Articulation Matrix

Programme Qutcomes

02
Co1 1 2
coz 1 2
co3 2 3
co4 1 2
CO5 2 2
coO 1 2

Correlation levels 1, 2 and 3 are as defined below: ..o

1.Slight 2. Moderate 3. Substantial

Reference Books
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Unit -V halsr gL6lh @evsHwibd
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